
1-2 Auditory Attention: Attending to sounds

From the previous section, you will appreciate that the auditory system is able to separate 

different, superimposed sounds on the basis of their different source directions. This makes it 

possible to attend to any one sound without confusion, and we have the sensation of moving 

our ‘listening attention’ to focus on the desired sound. For example, as I write this I can listen 

to the quiet hum of the computer in front of me, or swing my attention to the bird song 

outside the window to my right. Making that change feels almost like swinging my eyes from 

the computer to the window and the term spotlight of attention has been used to describe the 

way in which we can bring our attention to bear on a desired part of the environment. 

My account so far has explained the mechanisms that stop sounds becoming ‘jumbled’ and 

reminds us that, subjectively, we listen to just one of the disentangled sounds. It seems 

obvious that they would need disentangling to become intelligible, but why do we then attend 

to only one? That question leads us into the early history of attention research. 

One of the first modern researchers formally to investigate the nature of auditory attention 

was Broadbent (1952, 1954), who used an experimental technique known as dichotic 

listening. This offers a way of presenting listeners with a simplified, more easily manipulated 

version of the real world of multiple sounds. Participants wear a pair of headphones, and 

receive a different sound in each ear; in many studies the sounds are recorded speech, each 

ear receiving a different message. Broadbent and others (e.g. Treisman, 1960) showed that, 

after attending to the message in one ear, a participant could remember virtually nothing of 

the unattended message that had been played to the other, often not even the language 

spoken. 

Broadbent's experiments showed that two refinements should be made to the last statement. 

First, if the two messages were very short, say just three words in each ear, then the 

participant could report what had been heard by the unattended ear. The system behaved as if 

there were a short-lived store that could hold a small segment of the unattended material until 

analysis of the attended words was complete. Second, if the attended message lasted more 

than a few seconds, then the as yet unprocessed material in the other ear would be lost. The 

store's quality of hanging on to a sound for a short time, like a dying echo, led to it being 

termed the echoic memory. 

It was also shown that people would often be aware of whether an unattended voice had been 

male or female, and they could use that distinction to follow a message. Two sequences of 

words were recorded, one set by a woman, the other by a man. Instead of playing one of these 

voice sequences to each headphone, the words were made to alternate. Thus, the man's voice 

jumped back and forth, left to right to left, while the woman's switched right to left to right. 

In this situation participants were able to abandon the normal ‘attending by ear’ procedure, 

and instead report what a particular speaker had said; instead of using location as a cue for 

attention, they were using the pitch of the voice. 
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The explanation for these findings seemed straightforward. Clearly the brain had to process 

the information in a sound in order to understand it as speech. In this respect, the brain was 

rather like a computer processing information (computers were beginning to appear at that 

time), and everyone knew that computers could only process one thing at a time – that is, 

serially. Obviously (theorists thought) the brain must be serial too, so, while processing the 

information of interest, it needed to be protected from all the rest: it needed to attend and 

select. However, the earliest stages of processing would have to take place in parallel (i.e. 

taking in everything simultaneously), ensuring that all information would potentially be 

available, but these initial processes would have to utilise very simple selection procedures; 

anything more complex would demand serial processing. The procedures were indeed simple: 

attention was directed either on the basis of the direction of a sound, or on whether it was 

higher or lower pitched. Broadbent's (1954) theory was that, after the first early stage of 

parallel information capture, a ‘gate’ was opened to one stream of information and closed to 

the rest. 

Box 1 Research study: Application of research on auditory attention 

Donald Broadbent's early career included research for the UK Ministry of Defence, and his 

findings often led to innovation. One problem he addressed was the difficulty pilots 

experienced, when trying to pick out a radio message from a number of interfering stations 

(radio was less sophisticated then). Pilots’ headphones delivered the same signals to each ear, 

so it was not possible to use inter-aural differences to direct attention to the wanted message. 

Broadbent devised a stereo system, which played the desired signal through both headphones, 

while the interference went only to one or the other. This made the interference seem to come 

from the sides, while the signal sounded as if it was in the middle (identical waves at the two 

ears). In effect, this was dichotic listening, with a third (wanted) signal between the other 

two. The improvement in intelligibility was dramatic, but when Broadbent played a recording 

to officials they decided that it was so good that he must have ‘doctored’ the signal! The 

system was not adopted. Decades later, I demonstrated (Naish, 1990) that using stereo, and 

giving a directional quality to the headphone warning sounds used in aircraft cockpits, could 

result in significantly shorter response times. Thus, the warning indicating an approaching 

missile could be made to seem as if coming from the missile direction, so speeding the pilot's 

evasive measures. The next generation of fighter aircraft may at last incorporate ‘3-D’ sound. 
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